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# Задачи по варианту

## 4 задача. Простейший неявный ключ (1 балл)

В этой задаче вам нужно написать BST по неявному ключу и отвечать им на запросы:

«+ x» – добавить в дерево x (если x уже есть, ничего не делать).

«? k» – вернуть k-й по возрастанию элемент.

class node:

def \_\_init\_\_(self):

self.key = None

self.left = None

self.right = None

self.parent = None

self.size = None

class binTree:

def \_\_init\_\_(self):

self.root = None

def search(self, data, root):

if root is None or data == root.key:

return root

if data < root.key:

if root.left is not None:

return self.search(data, root.left)

return root

if root.right is not None:

return self.search(data, root.right)

return root

def insert(self, data):

if self.root is None:

self.root = node()

self.root.key = data

self.root.size = 1

else:

t = self.search(data, self.root)

if t.key == data:

return

elif data < t.key:

t.left = node()

t.left.key = data

t.left.parent = t

t.left.size = 1

else:

t.right = node()

t.right.key = data

t.right.parent = t

t.right.size = 1

while t is not None:

t.size += 1

t = t.parent

def kMax(self, root, k):

if root.left is None:

s = 0

else:

s = root.left.size

if k == s + 1:

return root.key

if k < s + 1:

return self.kMax(root.left, k)

return self.kMax(root.right, k-s-1)

f = open('input.txt', 'r')

o = open("output.txt", "w")

L = f.readlines()

T = binTree()

for i in L:

com, x = i.split()

if com == '+':

T.insert(int(x))

else:

o.write(str(T.kMax(T.root, int(x))) + "\n")

В данном решении используем функции поиска, вставки и нахождения узла с максимальным значениям ключа, основываясь на псевдокодах из лекции. В основной части кода применяем данные функции для вставки элементов и возвращения элементов двоичного дерева. ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADwAAACmCAIAAAAJY3sAAAAABmJLR0QA/wD/AP+gvaeTAAACEUlEQVR4nO2cS3LDIBAFh1Tuf2WyUOJyOcgSMLxhyt0rL/Rpo5HgGeFSa7VsfEULjIC0CqRVIP2WUorXocal70uUUhyNTdPStVbfLixlTX/37vB8oR+fxWOBbumHXyklatySsjxSSisu8cvzbv6MYXU5Q8ryQFoF0iqQViENAV6jakUIMO/RFeVxgvsgNmUIGG+Dm+33v/Tnv2F3S/fyrOhVJylvRN142vEGIASoQFoF0iqQVrG8G7cF46rlIeAYbxzEJ5ebrOhxU9Z099ijeYkvD3Ls5dXqy0PA5C5NUpbHcmnfGcTfYypnAuJrOhBqWgXSKpBWkVKaEHCyGSHALGlNEwIW7NIkZXkQAs7OQQgwaloH0iqQVoH0Wxy7xpHk0tvDuffkIy+p9L73fWwTufpih27/w27EfGsCAo1tWDq2sgcbrCuosibA7OOeHoEgrQJpFSmlU84ELA8BA+PvS5aHgC1mApS/Z5+R8kYUhYAt1rkEGpsgBLzcuGOne2HwOT0TAuYhBKhAWgXSKpBWQQg42ZgQYJZ0JkBR08brQMZMQJuNXgcaCwHxNR1Iym4caRVIq0BaRcoQwJqAFluEgGEcB4b8O5DTxpek/PMoxZqAXWYCLDS8EAJUIK0CaRVIq0gZApgJaLFFCNih22cmYMEuTZgJaMFMwN8Bd3ga9JKyG0daBdIqkFaBtAqkVSCt4gdpYn4pstSUWwAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAABVCAIAAABB3rqVAAAABmJLR0QA/wD/AP+gvaeTAAAAxUlEQVRoge2XQQ6DMAwE46r//7J7QNCqvbBr5IZo5sQFDckmNo7MHI08OmX48DX4IsL2PdtMG9r6MrNYH+6QH755fCGdt6/7YJxVzVdn9fzw4VMw+599awVfxLs4fD5LCPt5SSWaO7+xR2iv1YyhI79LEHz1n8Fh99vu/Gwmzg8fvlv4IsKuNbLPrtSmr4jmKy5O9tURvvf3jPTNYyv294NtY70rSL/Fh+9/PubbA+bbM6/T/3aYb08wcX748OHDhw/fMr4XaN1jlQsJW/QAAAAASUVORK5CYII=)

## 12 задача. Проверка сбалансированности (2 балла)

АВЛ-дерево является сбалансированным в следующем смысле: для любой вершины высота ее левого поддерева отличается от высоты ее правого поддерева не больше, чем на единицу. Введем понятие баланса вершины: для вершины дерева V ее баланс B(V) равен разности высоты правого поддерева и высоты левого поддерева. Таким образом, свойство АВЛ-дерева, приведенное выше, можно сформулировать следующим образом: для любой ее вершины V выполняется следующее неравенство:

−1 ≤ B(V ) ≤ 1

Обратите внимание, что, по историческим причинам, определение баланса в этой и последующих задачах этой недели «зеркально отражено» по сравнению с определением баланса в лекциях! Надеемся, что этот факт не доставит Вам неудобств. В литературе по алгоритмам – как российской, так и мировой – ситуация, как правило, примерно та же.

Дано двоичное дерево поиска. Для каждой его вершины требуется определить ее баланс.

def build\_tree\_from\_input(array):

for i in range(len(array)):

if array[i][1]:

array[array[i][1] - 1] += [i, None]

if array[i][2]:

array[array[i][2] - 1] += [i, None]

array[0] += [None, None]

return array

def count\_height(array, i):

height = 1

while i:

if (not array[i][4]) or (array[i][4] and array[i][4] < height):

array[i][4] = height

height += 1

i = array[i][3]

else:

break

return array

def balance\_tree(array):

for i in range(len(array)):

if not array[i][1] and not array[i][2]:

array = count\_height(array, i)

for i in array:

left = 0

right = 0

if i[1]:

left = array[i[1] - 1][4]

if i[2]:

right = array[i[2] - 1][4]

output.write(str(right - left) + "\n")

file = open("input.txt", "r")

output = open("output.txt", "w")

data = file.readlines()

data = data[1:]

input\_data = []

for i in data:

input\_data.append(list(map(int, i.split())))

balance\_tree(build\_tree\_from\_input(input\_data))

file.close()

output.close()

Создадим список, который будет описывать поведение нашего дерева (создадим дерево в виде списка): у нас есть базовый узел типа list в котором есть 2 подлиста, так как нам известны индексы, мы спокойно можем построить дерево таким образом. Остается лишь посчитать высоту левого и правого поддерева и найти их разницу что и будет балансом дерева.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEEAAAB+CAIAAAD0uetqAAAABmJLR0QA/wD/AP+gvaeTAAACEUlEQVR4nO2cwW7EIAxEoer//zI9REIp2YqxwcnUmXfaroAwWxvbkKS21so/5+vpCWxAGjiQBg6+8aa11uMD21KGaqi1sk29A9kSs4DyLn+gdYaCa+hTJ7SrDLaUQQNqGMz+QGfcDjLYkjRwIA0cSAMHhhroijXw9fZgF3B8v4Zz8ockgkObaRd8fL8tRQd4fPwN/hCdjU/Hn9vS2YgP2FKsuQbcaiNAxl+yJQYBZUXDsG64x1kff098QGituePDpBmbgzrIkGtIAwfSwIE0cADFON8m39FrY63zF1De6tj0PloigdY3/pnnbWk9UQjRcPMZBVQ/3LDpjTvPh76mWh6s/Ydv8Jn5/oFLufdHTJsXW3jep9frJ+h3WokPSK9Ff1MNxIE0cCANHEgDB7YaqNj35yLaD9hqoOuf97e/ksGWpIEDWx3HCbQuDT4XNhknNlsivCGxgPV0/xx9PwB+iV/dCX9XKxnWJWngQBo4kAYOws+BkF5D/mINWbHnQPg8VkLt3JY8wZ/tDOUeVraNbc8/BOV8Q9/9/nCeCn6BO58fyrC2zjVEF26850CmLqqBXuIP/EgDB9LAQQYNIe9EoDsH6pfxVT8s50CcW8WdN/kD8zPgeicCBxk0hLwTQedAZjLYkjRwIA0cSAMHuhfuifZXMtiSNHAgDRxk0GA7ByqU8UE1EAfSwIE0cCANHGTQ8AOUN4bzMP95LAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADEAAABzCAIAAAC+bn0sAAAABmJLR0QA/wD/AP+gvaeTAAABFElEQVR4nO2YwQrCMBQEE/H/fzkexCK1h4lN4lZmTrV4GLqPlyW1tVbCuP1a4ACdGDoxEp3u8H+11ufDgt2BnGqtm8r78yRQdov36pXnqbxGasE36x6OlHlaDHLaFsEaaBAr99P04fiCy87TYnRi6MT4X6exi76jFxwy49g5+51aa8NPgsR5on1892bqKYmc7OORTmf7027UhqRsp2PoxNCJoROj+56uzD/+uu/pPn8OJzE7nRg6MRKduu/pyvz9ZKdj6MTQiaETw07HSMxOJ4ZOjEQnOx0jMTudGDoxdGLY6RiJ2enE0ImR6GSnYyRmpxNDJ4ZODDsdIzE7nRg6MRKd7HSMxOx0YujE0ImhE0Mnhk6MByfZfsjCiH49AAAAAElFTkSuQmCC)

## 15 задача. Удаление из АВЛ-дерева (3 балл)

Удаление из АВЛ-дерева вершины с ключом X, при условии ее наличия, осуществляется следующим образом:

• путем спуска от корня и проверки ключей находится V – удаляемая вершина;

• если вершина V – лист (то есть, у нее нет детей):

– удаляем вершину;

– поднимаемся к корню, начиная с бывшего родителя вершины V , при этом если встречается несбалансиро-

ванная вершина, то производим поворот.

• если у вершины V не существует левого ребенка:

– следовательно, баланс вершины равен единице и ее правый ребенок – лист;

– заменяем вершину V ее правым ребенком;

– поднимаемся к корню, производя, где необходимо, балансировку.

• иначе:

– находим R – самую правую вершину в левом поддереве;

– переносим ключ вершины R в вершину V;

– удаляем вершину R (у нее нет правого ребенка, поэтому она либо лист, либо имеет левого ребенка, являю-

щегося листом);

– поднимаемся к корню, начиная с бывшего родителя вершины R, производя балансировку.

Исключением является случай, когда производится удаление из дерева, состоящего из одной вершины - корня. Результатом удаления в этом случае будет пустое дерево. Указанный алгоритм не является единственно возможным, но мы просим Вас реализовать именно его, так как тестирующая система проверяет точное равенство получающихся деревьев.

import sys

from collections import deque

res = []

class Node:

def \_\_init\_\_(self, data):

self.data = data

self.par = None

self.left = None

self.right = None

self.height = -1

self.id = 0

self.next = None

def build\_tree(root):

if (root.left != None):

build\_tree(root.left)

if (root.right != None):

build\_tree(root.right)

fix\_height(root)

def height\_right(root):

if (root.right == None):

return 0

return root.right.height

def height\_left(root):

if (root.left == None):

return 0

return root.left.height

def fix\_height(root):

root.height = max(height\_left(root), height\_right(root)) + 1

def get\_balance(root):

r = 0

l = 0

if (root.right != None):

r = root.right.height

if (root.left != None):

l = root.left.height

return r - l

def rotate\_tree(node, side):

u = None

if (side == 'left'):

if node is None or node.right is None:

return node

parent = node.par

right = node.right

right\_left = right.left

if parent:

if parent.right == node:

parent.right = right

else:

parent.left = right

right.par = parent

right.left = node

node.par = right

node.right = right\_left

if right\_left:

right\_left.par = node

fix\_height(node)

fix\_height(right)

return right

else:

if node is None or node.left is None:

return node

parent = node.par

left = node.left

left\_right = left.right

if parent:

if parent.left == node:

parent.left = left

else:

parent.right = left

left.par = parent

left.right = node

node.par = left

node.left = left\_right

if left\_right:

left\_right.par = node

fix\_height(node)

fix\_height(left)

return left

def getMax(root):

if (root == None):

return root

while root.right != None:

root = root.right

return root

def blnc(root):

fix\_height(root)

balance = get\_balance(root)

if balance > 1:

if get\_balance(root.right) < 0:

root.right = rotate\_tree(root.right, 'right')

return rotate\_tree(root, 'left')

elif balance < -1:

if get\_balance(root.left) > 0:

root.left = rotate\_tree(root.left, 'left')

return rotate\_tree(root, 'right')

return root

def delete(root, key):

if root == None:

return root

elif key < root.data:

root.left = delete(root.left, key)

elif key > root.data:

root.right = delete(root.right, key)

else:

if root.left is None and root.right is None:

return None

if root.left == None:

root = root.right

return blnc(root)

temp = getMax(root.left)

root.data = temp.data

root.left = delete(root.left, temp.data)

return blnc(root)

def printBST(root, n):

global res

queue = deque()

queue.append((root, (-1, -1)))

while queue:

u, v = queue.popleft()

if (v[0] >= 0 and v[1] >= 0):

res[v[0]][v[1]] = len(res) + 1

if (u == None):

continue

tmp = [0, 0, 0]

tmp[0] = u.data

res.append(tmp)

cur = len(res)

if (u.left != None):

queue.append((u.left, (cur - 1, 1)))

if (u.right != None):

queue.append((u.right, (cur - 1, 2)))

sys.stdin = open("input.txt", "r")

sys.stdout = open("output.txt", "w")

input = sys.stdin.readline

n = int(input())

root = []

for i in range(n + 10):

root.append(Node(0))

for i in range(n):

k, l, r = map(int, input().split())

root[i + 1].data = k

if (l):

root[i + 1].left = root[l]

root[l].par = root[i + 1]

if (r):

root[i + 1].right = root[r]

root[r].par = root[i + 1]

val = int(input())

build\_tree(root[1])

root[1] = delete(root[1], val)

printBST(root[1], n)

sys.stdout.write(str(len(res)) + "\n")

n = len(res)

for i, j, k in res:

sys.stdout.write(str(i) + ' ' + str(j) + ' ' + str(k) + '\n')

Принцип построения очень похож с BST , за исключением того, что теперь надо реализовать функцию проверки баланса(высоты левого и правого поддеревьев не должны отличаться на >1 ) и функции поворотов, существует 4 варианта поворота, маленький правый, маленький левый, большой правый, большой левый. Входные данные содержат индекс у узлов, а не сами узлы. Считывая данные, мы переходим к строительству нашего дерева методом build. При удалении мы смотрим на наш баланс и в случае расхождений смотрим на все те же 4 случая, затем выбираем вращение и балансируем дерево.

# Вывод

В данной лабораторной работе были реализованы алгоритмы,

представляющие двоичные деревья поиска, а также их разновидности, различные обходы деревьев и алгоритмы, позволяющие модифицировать деревья в зависимости от поставленной задачи.

Итого, для определенного класса задач двоичные деревья поиска ‒ очень

полезная структура данных, обеспечивающая простоту вычислений и

позволяющая уделять меньше времени на выполнение ряда операций.